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Physical-layer Network Coding
Introduction

Today

Interference is treated as a destructive phenomenon.

Network Coding Introduced the Idea

Intermediate nodes in a network are able to perform operations to the input
packets rather than just forwarding them.

Network Coding at the Physical-layer? PNC

When multiple electromagnetic waves come together within the same physical
space, they add. This additive mixing of electromagnetic waves is a form of
Network Coding, performed by nature. PNC aims to exploit this fact.
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Physical-layer Network Coding
Main ideas

The Source Transmits a Message

wl ∈ Fk
p, where Fp is a finite field with p elements {0, 1, 2 . . . , p − 1} and p is a

prime number.

The Relay Decodes a Linear Combination v of these Messages

v = a1w1 ⊕ a2w2 ⊕ . . . aLwL, where al are coefficients over the finite field Fp.

The Destination Can Solve For the Original Messages if

A =




a11 a12 a1L

a21 a22 a2L
...

...
...

aM1 aM2 aML


 has rank L.
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Physical-layer Network Coding
Example

for a construction of ! [107]. Mathematically, this pro-
perty can be expressed as

Encoding: x‘ ¼ !ðw‘Þ (79)

Decoding: !$1 a1x1 þ a2x2 þ & & & þ aLxL½ (mod !ð Þ
¼ a1w1 ) a2w2 ) & & & ) aLwL: (80)

For the low-complexity case where the coarse lattice is qZn

and the fine lattice is a linear code, ! is just the generator
matrix G of the linear code and !$1 is its inverse.

This mapping is the last piece of the puzzle. With it, the
sum of the messages can be recovered directly from the
modulo sum of the codewords

!$1 ½x1 þ x2( mod !ð Þ ¼ w1 )w2: (81)

Now, we can use this in a two-way communication
scheme by using one time slot to transmit the sum of the
messages to the relay and another to send it back to the
users. It follows that the users can exchange messages at
any rate up to

RLATTICE ¼
1

2
log2

1

2
þ P

"2

! "
: (82)

This rate nearly matches the upper bound in (54) except
for a missing 1/2 inside the logarithm.8

This two-way lattice scheme has been extensively
studied and generalized in the literature. These extensions
include unequal channel gains [106], [108], non-Gaussian
channel models [109], secret messages [110], private
messages [111], direct links [112], as well as more than
two transmitters [48], [113], [114]. Gupta–Kumar style
scaling laws [115] have also been derived for this lattice
scheme [116]. We also note that similar lattice-based
schemes can increase achievable rates in interference
channels [117], [118].

Overall, this nested lattice scheme can be used as a
digital framework for physical layer network coding on the
wireless channel. It is able to exploit the addition per-
formed by the channel while preserving modulo arithmetic
and protecting against Gaussian noise. In a larger network,
each relay will recover a linear combination of the original
messages. It can then transmit this linear combination as
its own message, just as relays in wireline networks send
out linear combinations of their received messages. In
Section VIII, we will generalize the results in this section
to unequal channel gains. Furthermore, we show that the
transmitters do not even need to know the channel gains,
which means that this scheme can be applied to fading
channels and scenarios with more than one receiver. In the
next section, we plot the performance of each scheme
discussed so far for the Gaussian two-way relay channel.

VII. PERFORMANCE COMPARISON

In Fig. 11, we compare the performance for the various
network coding strategies discussed in this paper, for the
particular case of a Gaussian two-way relay channel. The
figure displays the rate per user in bits per channel use, as a
function of the transmit power per user, while the noise is
assumed to be of unit variance. Starting from the top, the
figure shows the simple upper bound given in (54). It is

8Several groups have unsuccessfully tried to find a lattice scheme that
can attain the upper bound. This remains an open problem.

Fig. 10. Each transmitter maps its finite-field message into an element of the nested lattice code and sends this vector on the channel.

Here, the channel coefficients are taken to be equal h1;h2 ¼ 1. Therefore, the receiver observes a noisy sum of the transmitted vectors

and determines the closest lattice point. After taking a modulo operation with respect to the coarse lattice, the receiver can invert

the mapping and determine the modulo sum of the original messages.

Nazer and Gastpar: Reliable Physical Layer Network Coding

452 Proceedings of the IEEE | Vol. 99, No. 3, March 2011

Relay v̂ = a1w1 � a2w2

y = h1x1 + h2x2 + z
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Lattice Network Codes
Introduction

What Are We Looking For?

If the waveforms at the transmitter are points of a lattice (that is Z or Z[i ]), then
every integer combination of these waveforms is itself a point of the same lattice.

The Algebraic Structure Necessary Is

Given a R-lattice Λ (e.g. Z[i ]) and a sublattice Λ’ of Λ (e.g. πZ[i ]), the quotient

group Λ/Λ′ (e.g. Z[i ]
πZ[i ]

) is a R-module. For a Lattice Network Code, the message

space is W = Λ/Λ′.

Let’s See a Bit More of Insight

The R/aR structure, being R a PID and a prime, forms a field. Thus, we will be

able to find an isomorphism between Fp = Z
pZ and Z[i ]

πZ[i ]
if both fields have the

same number of elements.
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Lattice Network Codes
The Lattice Z[i ]

GAUSSIAN Integers

Z[i ] = {a + bi |a, b ∈ Z}.

Prime Factorization Used

If p ≡ 1mod 4 then p = ππ∗ is a product of two conjugate primes π, π∗.

Example

The prime p = 5 satisfies 5 ≡ 1mod 4, so 5 has two conjugate GAUSSIAN prime
factors.
Since 5 = 12 + 22, 5 = (1 + 2i)(1− 2i).
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C&F System: Scalar Case
System Model

Fp
⇠= Z/pZ Z[i]/⇡Z[i] C Z[i] Z[i]/⇡Z[i] Z/pZ Fp

⇠= Z/pZ
µ

y =

LX

c=1

xchc + z
ŷML  µ�1

ŵ = A�1v̂

...
...

w1

w2

wL

µ
Encoder

µ
Encoder

µ
Encoder

x1

x2

xL

h1

h2

hL

z

+ Relay
µ�1(�(ŷML))

v̂y
Destination
ŵ = A�1v̂ ŵ

Collect L times

µ(wl) = wl mod π = wl −
[
wlπ

∗

ππ∗

]
π

µ−1(z) = z mod p = (z∗uπ + zvπ∗)mod p

y = h1x1 + h2x2 + . . . + hLxL + z

v̂ = a1w1 ⊕ a2w2 ⊕ . . .⊕ aLwL
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C&F System: Scalar Case
Performance

...
...

w1

w2

wL

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

ŵ = A�1v̂ ŵ

Collect L Times

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

gmodulo ginverse Minversemodulo
A

Count of Errors Perror

C&F System (L=2, p=5)

probability of error at the relay

probability of error at the receiver

UB
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De Curtó i D́ıaz. — Construction and Performance of Network Codes. 14/33



PNC Lattice Network Codes C&F C&F HAMMING Improvement of the Coefficients Conclusions

C&F System: Vectorial Case
Performance

...
...

s1

s2

sL

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

Ŝ = A�1V̂ Ŝ

Collect L Times

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

gmodulo ginverse Minversemodulo
A

Count of Errors Perror

C&F n-dimensional System (n=4, L=2, p=5)
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HAMMING q-ary Codes

Generating Matrix

C = uG : u ∈ Fk
p.

We say that G is systematic if G = (Ik | − PT ).

Parity Check Matrix

C = {v ∈ Fn
p : HvT = 0}.

If G is systematic, a parity check matrix is H = (P |In−k).
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C&F HAMMING q-ary Coded System
Construction

HAMMING q-ary Code

Given an integer r ≥ 2, let n = qr−1
q−1

. The HAMMING q-ary code is a linear [n, n− r ] code in Fn
q, whose parity

check matrix H is such that

H = (v1|v2| . . . |vn)

where v1, . . . , v2 ∈ F r
q is a list of nonzero vectors satisfying the condition that no two vectors are scalar

multiples of each other.

Example

Let F5 and r = 2, n = 52−1
5−1

= 6. So, k = n − r = 4. A straightforward way to generate a systematic
HAMMING q-ary code is generating the matrix P as a r × k matrix with columns

P =

[
1 1 1 1
1 2 3 4

]
.

And then generate H and G using G = (Ik | − PT ) and H = (P |In−k).

H =

[
1 1 1 1 1 0
1 2 3 4 0 1

]
and G =




1 0 0 0 4 4
0 1 0 0 4 3
0 0 1 0 4 2
0 0 0 1 4 1


 .
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C&F HAMMING q-ary Coded System
Performance

...
...

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

ŵ = A�1v̂

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

gmodulo ginverse Minversemodulo
A

Count of Errors Perror

...

w1

w2

wL

Hamming

Hamming

Hamming

wcoded
1

wcoded
2

wcoded
L

ŵcoded Hamming ŵ

Collect L Times

C&F Coded and Uncoded System at the relay, n=4, p=5

C&F HAMMING (6,4) Coded System L=2

C&F n=4 Uncoded System L=2

C&F n=4 Uncoded System L=4

C&F HAMMING (6,4) Coded System L=4

C&F Coded and Uncoded System at the receiver, n=4, p=5

C&F HAMMING (6,4) Coded System L=2

C&F n=4 Uncoded System L=2

C&F n=4 Uncoded System L=4

C&F HAMMING (6,4) Coded System L=4
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Improved Matrix A
Performance

...
...

w1

w2

wL

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

ŵ = A�1v̂ ŵ

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

gmodulo ginverse Minversemodulo
A

Count of Errors Perror

while rank failure

no rank failure

Collect L Times

Comparison between improved coe�cients (L=2, n=1, p=5)

C&F

C&F Improved Matrix A

UB

Comparison between improved coe�cients (L=2, n=2, p=5)

C&F

C&F Improved Matrix A
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Optimum Matrix A
Construction

Scalar Factor

βMMSE =
SNRhTam

SNR||hm||2 + 1
.

Optimum Coefficients

Theorem: For a given vector of coefficients of the channel
hm = [hm1, hm2, . . . , hmL]T ∈ RL, the computation rate is maximized by choosing
in network coding the vector of coefficients am ∈ ZL as

am = arg min
am∈ZL,am 6=0

(aTmGmam)

where

Gm = I− SNR

1 + SNR||hm||2Hm
.
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Optimum Matrix A
Construction

What’s Behind this Minimization?

am = arg min
am∈ZL,am 6=0

(aTmGmam).

CHOLESKY factorization.
Lattice reduction: LLL algorithm.
Vector search: SCHNORR EUCHNER method.
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Optimum Matrix A
Solving the ILS Problem

ILS Problem

min
z∈Zn
||y − Bz||2

this problem is analogous to solving

min
z∈Zn

(y − Bz)TV−1(y − Bz).

One can first compute the CHOLESKY factorization V = RTR, then solve two lower triangular linear systems
RTy = y and RTB = B .
As our real aim is to solve the SVP problem

min
z∈Zn

(z)TV−1(z)

we use B = −In and y =




0
...
0




n

and therefore B = RT\B and y =




0
...
0




n

.

Finally the problem becomes

min
z∈Zn
||y − Bz||2.
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Optimum Matrix A
Performance

...
...

w1

w2

wL

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

ŵ = A�1v̂ ŵ

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

Count of Errors Perror

Gm Cholesky LLL
Schnorr
Euchner

LH

min
a2ZL

aT Gma

a

�m

scalar factor

Collect L Times

Comparison between improved coe�cients (L=2, n=2, p=5)

C&F

C&F Improved Matrix A

C&F Optimum Matrix A

Comparison between improved coe�cients (L=2, n=1, p=5)

C&F

C&F Improved Matrix A

UB

C&F Optimum Matrix A
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Improved Optimum Matrix A
Performance

...
...

w1

w2

wL

x1

x2

xL

h1

h2

hL

z

+

v̂

y

Destination

ŵ = A�1v̂ ŵ

gmodulo

gmodulo

gmodulo

ML gmodulo ginverse

Relay

Count of Errors Perror

Gm Cholesky LLL
Schnorr
Euchner

LH

min
a2ZL

aT Gma

a

while rank failure

no rank failure

�m

scalar factor

Collect L Times

Comparison between improved coe�cients (L=2, n=2, p=5)

C&F

C&F Improved Matrix A

C&F Optimum Matrix A

C&F Improved Optimum Matrix A

Comparison between improved coe�cients (L=2, n=1, p=5)

C&F

C&F Improved Matrix A

UB

C&F Optimum Matrix A

C&F Improved Optimum Matrix A
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Conclusions

Mathematical tools.
√

C&F uncoded system model scalar:

MATLAB L-dimensional ∀p implementation using a working L = 2, p = 5
code base with given ML detector.

√

C&F uncoded system model vectorial:

MATLAB implementation n-dimensional.
√

C&F HAMMING q-ary coded system model:

MATLAB implementation C&F HAMMING (6,4) coded system n = 4.
√

Improvement of the Coefficients:

MATLAB implementation improved matrix A.
√

MATLAB implementation optimum matrix A.
√

MATLAB implementation improved optimum matrix A.
√

Implementation of sphere decoder for ML detection:

Adapting the code used for optimum matrix A as an efficient sphere
decoder.

√
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Conclusions

Obtained Results

We have explained the lattice theory needed.
We have provided several MATLAB code implementations for C&F system.
The results of the improvement of the coefficients show:

Improved optimum matrix A works really well for SNR low.
Improved matrix A has a better slope performance for SNR high.
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Thank You

DE CURTÓ I D́IAZ Joaquim.
Thank you.
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